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Abstract

The early diagnosis of Alzheimer’s Disease (AD) and its prodro-
mal form, Mild Cognitive Impairment (MCI), has been the subject of
extensive research in recent years. Some recent studies have shown
promising results in the diagnosis of AD and MCI using structural
Magnetic Resonance Imaging (MRI) scans. In this paper, we propose
the use of a Convolutional Neural Network (CNN) in the detection of
AD and MCI. In particular, we used the 27-layered AlexNet for the
binary classification on the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) dataset in a such particular way that allow us to achieve
an overall accuracy up to 75% and outperform several classifiers from
other studies.

You can find and run the commented code and check new updates on
the project at https://github.com/ivaste/AlzheimerPrediction


https://github.com/ivaste/AlzheimerPrediction
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Chapter 1

Introduction

1.1 Alzheimer’s disease

Alzheimer’s disease (AD) is a neurological pathology that affects more than
47 million people worldwide, being the first cause of neurodegenerative dementia.
Its prevalence is estimated to be around 5% after 65 years old and a staggering
30% for the more than 85 years old in developed countries [1], from now to 2050 it
is estimated that 0.64 Billion people in the world will be diagnosed with AD. The
most common symptom pattern of the disease begins with the gradual worsening
of the ability to remember new information. It has become a major social and
economic issue and its effects are devastating not only for the diseased but also
for their families. For effective treatments to be administered that are capable
to slow down the progression of the disease, an early and definite diagnosis of
AD is necessary. However, the goal of reaching an early and accurate diagnosis
requires an investigation of the symptomatic pre-dementia stage of the disease,
called Mild Cognitive Impairment (MCI), that is a condition in which an in-
dividual’s thinking ability shows some mild changes that can be easily noticed by
the people who are close to the affected person. This stage involves the challeng-
ing question of predicting whether MCI will (MClc) or will not (MClnc) convert
to AD.

Clinical individual diagnosis of AD is still primarily based on the neuropsycho-
logical assessment and examinations that are administered to the patients. A
definite diagnosis, however, is only possible through postmortem analyses. The
clinical diagnostic criteria for AD, which were developed in the 1980s by the Na-
tional Institute of Neurologic and Communicative Disorders and Stroke and the
Alzheimer’s Disease and Related Disorders Association (NINCDS-ADRDA), are
still in progress and have seen a progressive evolution. The diagnostic process
was first mainly based on the presence of a cognitive impairment [2].
Neuropathological information was then introduced, based on the presence of se-
nile plaques and neurofibrillary tangles [3].

These criteria were recently revised by the National Institute on Aging-Alzheimer’s
Association (NIA-AA) workgroup, which introduced additional supportive fea-
tures for the diagnosis of AD, such as: 1) neurogenetic testing, 2) measurement of
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2 Chapter 1. Introduction

cerebrospinal fluid (CSF), 3) amyloid and tau, and 4) neuronal injury biomarkers
as measured through neuroimaging techniques, i.e., Magnetic Resonance Imaging
(MRI) and Positron Emission Tomography (PET). Today, the diagnostics of AD
is invasive, one of the main tests is rachisynthesis, which is painful and dangerous
for a patient.

The introduction of imaging techniques in the diagnostic criteria of AD, and in
particular of MRI and PET, was due to their ability to provide measurements
of atrophy and of metabolism/amyloid markers, respectively. Changes in these
features can be detected even before dementia is apparent [4,5] thus representing
a strong support for the diagnosis of AD. Besides this aspect, MRI shows the
further advantage of being a non-invasive technique. Because of these reasons, in
the last few years a considerable research effort has been focused on implementing
and developing advanced MRI processing techniques that utilize machine learning
(ML) systems for improving the diagnostic accuracy of AD. Automatic systems
capable of distinguishing pathological subjects from normal subjects based on
their MRI brain studies (without requiring a priori hypotheses regarding where
information relevant to diagnosis is located in the images) would make significant
strides towards the goal of early AD detection.

Since recently, due to the increased computational power of general purpose com-
puters with GPU, the winning classification model represent Deep Neural Net-
works, and specifically Convolutional Neural Networks (CNN) in what concerns

image classification. Our approach consist in solving three binary classification
problems: CN vs AD, CN vs MCIc and MClInc vs MClc.

1.2 ADNI Dataset

Data used in the preparation of this study were obtained from the Alzheimers Dis-
ease Neuroimaging Initiative (ADNI) database (http://adni.loni.usc.edu). The
ADNI was launched in 2003 as a public-private partnership, led by Principal In-
vestigator Michael W. Weiner, MD. The primary goal of ADNI has been to test
whether serial magnetic resonance imaging (MRI), positron emission tomography
(PET), other biological markers, and clinical and neuropsychological assessment
can be combined to measure the progression of mild cognitive impairment (MCI)
and early Alzheimers disease (AD). For up-to-date information, see www.adni-
info.org.

1.3 Deeplearning

Nowadays, deep learning is becoming a leading machine-learning tool in the gen-
eral imaging and computer vision domains [6-9].

In particular, convolutional neural networks (CNNs) have presented outstand-
ing effectiveness on medical image computing problems and made a lot of im-
provement for computer-aided detection. [10,|11] employed convolutional neural
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networks to improve three existing CAD systems for the recognition of colonic
polyps on CT colonography, sclerotic spine metastases on body CT and enlarged
lymph nodes on body CT . |12] used 3D CNN and weighted MRI scans to detect
cerebral microbleeds. They address developed predictions with their 3D CNN
compared to various classical and 2D CNN approaches. [13] employed CNNs to
detect nuclei in histopathological images. In their work, they take small patches
as input and model the output as a high peak in the vicinity of the center of each
nucleus and flat elsewhere. [14] employed CNNs to detect patterns of interstitial
lung diseases from 2D patches of chest CT scans. Their results show that CNNs
can outperform existing methods that use hand-crafted features. However, there
is a big challenge for applying deep learning into medical images. The deep learn-
ing can only benefit from large amounts of training data while it is difficult in
medical area. The reasons are mainly due to high cost and privacy issues [15].






Chapter 2

Deep Learning Tools

In this section the reader will find a review of basic Neural Networks and the
Backpropagation algorithm (which can be seen as the fundamental basics of Deep
Learning), followed by a more detailed explanation of Convolutional Neural Net-
work and some very important techniques like the Adam Optimizer, Regulariza-
tion and Dropout. These concepts are used to create AlexNet and it is important
to understand them before entering in the details of the architecture. Before we
start, we want to remark that there is no real theory behind deep learning. In
fact many techniques are based on intuitions or empirical results. The reader
shouldn’t be surprised if some concepts lack of mathematical motivations.

2.1 Neural Networks and the Backpropagation
Algorithm

Artificial Neural Networks [16] are a computing model introduced in 1943, in-
spired by the structure of the biological neural networks that constitute our brain.
A neural network is composed by a number of neurons (simple nodes that perform
basic computations) that are connected to each other. In a more formal way, a
neural network can be described as a directed graph whose nodes correspond to
neurons and edges (also called arcs) correspond to links between them. FEach
neuron receives as input a weighted sum of the outputs of the neurons connected
to its incoming edges. There are several types of neural networks, but we are
interested in feedforward networks (in which the graph does not contain cycles).
Usually we organize the network in layers: each layer contains a certain number
of neurons and the inputs of the neurons at layer [ + 1 are the outputs of layer
[. Each layer has also a constant node and the weight of the arc that connects
this node to the nodes of the successive layer is called bias, while the weights of
the arcs that connect the other non-constant nodes to the nodes of the successive
layer are simply called weights. The first layer is called the input layer and the
neurons in this layer don’t have any incoming edges (in this case the neurons
contain the values that are given as input to the network); the last is the output
layer and all the layers in between are called hidden layers. The data flows from
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6 Chapter 2. Deep Learning Tools

the input to the output layer.
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Figure 2.1: Basic Neuron.
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Figure 2.2: Deep Neural Network.

€
Single input example: x =
Tn
m examples put in an array X = x(®) x(m)
Output of a single example y € {0, 1}
m examples in output Y = {y(l) e y(m)]

Loss function applied to a single example £(7,y) = —(ylog g+ (1—y) log(1—7))
Cost function is the average of the Loss Function on the entire dataset. J(w,b) =
L/m>ny LG9, y)

Gradient Descent is an algorithm that serves to learn the parameters on the
dataset, such that they minimize w and J(w,b)
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Activation functions are nonlinear functions are used because the composition
of linear functions is always a linear function, and even with 1000 linear layers
you would never be able to learn a nonlinear function.

d
g(z) Eg(z)
1
Sigmoid z)1—glz
g =1l 9(2)(1-g(2)
Tanh tanhz = e -e 1 —tanh?z
eZf 4+ e 2 . .
<
Relu max(0, z) {l: ; =0
’ <0
Leaky Relu max(a * z,z) {T z =0

2.2 Optimization algorithms

Deep Learning works very well on a large amount Data, but training on so many
examples is very slow. Se we need advanced optimization methods that can speed
up learning and perhaps even get us to a better final value for the cost function.
Having a good optimization algorithm can be the difference between waiting days
vs. just a few hours to get a good result.

2.2.1 Stochastic Gradient Descent with Momentum (sgdm)

Because mini-batch gradient descent makes a parameter update after seeing just a
subset of examples, the direction of the update has some variance, and so the path
taken by mini-batch gradient descent will "oscillate” toward convergence. Using
momentum can reduce these oscillations. Takes into account the past gradients
to smooth out the update.

2.2.2 Adam

As we saw in the previous section, the learning rate is a fundamental parameter
for the training of a Deep Learning network, but it also difficult to find the
“perfect” value. To alleviate the problem of finding the right learning rate, several
optimization algorithms have been proposed and one of the most used (at the
moment of the writing it is almost considered standard) is the Adam Optimizer
[17].

Adam is an optimization algorithm that can be used to update the network
weights based on the training data, just as any other stochastic gradient descent
algorithm. The difference is that it changes the learning rate over time, and in
particular, the rate is adapted based on the average first moment (the mean) and
the average of the second moment of the gradients (the uncentered variance).
The algorithm has 3 main parameters: « (the learning rate), 51 (the exponential
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decay rate for the first moment estimates), [y (the exponential decay rate for
the second-moment estimates). There is also a fourth parameter which is used
to avoid a divide by zero error while updating the variable when the gradient is
almost zero, and is usually set to be very small (e.g. 1078).

Advantages of Adam includes: 1) Relatively low memory requirements (though
higher than gradient descent and gradient descent with momentum). 2) Usually
works well even with little tuning of hyperparameters (except learning rate «)

2.2.3 Transfer Learning

Training a deep convolutional neural network from scratch is usually challenging
owing to the limited amount of labeled medical data. A promising alternative is
to fine-tune the weights of a network that was trained using a large set of labeled
natural images. The use of pre-trained networks versus full training for medical
images has been explored in [18].

This work considered four distinct medical imaging applications and investigated
how the performance of deep CNNs (Convolutional Neural Networks) trained
from scratch compared with the pre-trained CNNs fine-tuned in a layer-wise
manner. Their experiments demonstrated that the use of a pretrained CNN
with adequate fine-tuning performed as well as a CNN trained from scratch and
were more robust to the size of training sets.

Another recent work [19] explored the utilization of deep CNNs to problems of
computer aided detection (CADe) in the medical realm. The authors compared
the performance of CifarNet, AlexNet, and GooglLeNet with different model train-
ing paradigms on the problems of detection or classification of lymph nodules and
several types of lung diseases from CT images. They were able to augment their
dataset significantly since they were using patches for training rather than full im-
ages. They concluded that transfer learning performed significantly better than
training from scratch and that in most tasks GooglLeNet architecture proved
superior, since a more complex network is able to better learn hidden structure
from data.

Due to lack of computational power given to us as we are students, we used
AlexNet.

2.3 Convolutional Neural Networks

Convolutional neural networks (CNN) has attracted a lot of attention due to its
great success in image classification and analysis. The strong ability of CNN
motivates us to develop a CNN-based prediction method of AD conversion.

Those are a class of feedforward artificial neural networks. They are used for
processing data that can be represented with a grid-like topology. In fact, the
grid topology introduces a notion of “distance” or “correlation” among points and
CNNs, as we will see, with their structure are able to exploit this information.
Classic examples are images, which can be represented as a matrix of pixels, and
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time series data, which can be stored as a one-dimensional vector with each el-
ement representing a sample at a given time. Like traditional neural networks,
they are composed by an input layer, an output layer, and several hidden lay-
ers in between. The name “convolutional” comes from the fact that particular
layers of the network, known as convolutional layers, execute an operation called
convolution on the data. In the next paragraphs we will see how convolutional
layers work and what are the parameters that define them. We will then analyze
the properties of CNNs and finally we will see other types of layers that can be
found in a CNN architecture.

2D Convolutional Product: every cell of the result matrix is obtained by
summing the element-wise product between the kernel matrix and the respective
region of the input matrix overlapped by the kernel matrix + bias.

Given an N x N input matrix and a F' x F filter, the output is a matrix with
size (N — F +1) x (N — F' 4 1) which is smaller than the input.

Input Kernel Output
0j11]2
a1 18{25
31415 * =
3 37|43
61718

Figure 2.3: 2D Convolutional product

2.3.1 Padding

Using filters, the output picture is smaller, so having

many convolution steps can reduce the picture so much pad
to become insignificant. Moreover, in the convolutional 0.0) | pad
product, the pixels along the edges are used less than 00
the center one’s. So, padding just add pixels along the 0.0
edges in 3 way: 1) valid padding: not add any padding, 3 2
2) zero padding: add zeros, 3) same padding: output o
dimension = input dimension. p = % oio

00
2.3.2 Stride Figure 2.4: Padding.

Do more than 1 step during convolution. The product
is skipped if the filter goes outside the input. Output
dimension= {%p_f + 1J

2.3.3 Convolution over volume

When the input has more than one channel (e.g. an RGB image), the filter
should have matching number of channels. To calculate one output cell, perform
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convolution on each matching channel, then add the result together.
With multiple channels:

NyXn xn.= 6x6x3 htips://indoml.com

With multiple filters: can be used in a convolution layer to detect multiple
features. The output of the layer then will have the same number of channels as
the number of filters in the layer.

Filter 1

Input

= Ouitpuat

qrqxz

4x4 hartps./fimdom.onm

1 x 1 Convolution: the effect is to flatten or “merge” channels together, which
can save computations later in the network.

Result

[ P I P

Filter

1xX1x5

&

1x1x5

Parameters:

Size: f=1 Gxbxo
#channels: n.=5

Stride: s=1 hnips://indoml.com
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2.3.4 One convolution layer

Finally to make up a convolution layer, a bias is added and an activation function
such as ReLLU or tanh is applied. Bias is a vector with one parameter for each
channel.

It doesn’t matter how big the input is, the learnable parameters w and b depends
only on the number of filters and their sizes.

A Convolution Layer

Input Filter 1
[ I | [ [ |
I e i e i v -
4|98 |2 |5|8]|3H - Output
s e6|2|4|0]3H 3x3
| 4x4x3
2|45 |a|s|2H] % ReLU +b
H Filter 2
S| 6|5 |47 |8 Ix3x2 3xgx2 3x3x3
s|7|7|9|2]|1H
5|8|5|afla|afl] =

3x3
4x4x3 hitp

2.3.5 Pooling

Pooling layer is used to reduce the size of the representations and to speed up
calculations, as well as to make some of the features it detects a bit more robust.
Max pooling: like convolution but take the maximum of the region instead
summing.

Average pooling: take the average.

Max Pooling Avg Pooling
4 19|25 41912 |5
56|24 9|5 5|6 |24 80 | 33
2 4 5 4 6 | & 2 4 | 5| 4 43 | 53
5 6 |8 4 5 6|8 |4

Applied on multichannel reduce height and width but keep the number of
channels n,.
Output diemension= VhT’f + 1J X ... X N

2.4 Regularization

With deep learning architectures there is always a high risk of overfitting. Over-
fitting occurs when a model doesn’t capture the underlying structure of the data,
but only adapts to the training data. This means that the model becomes ex-
tremely good at predicting the data that has it has been trained on, but isn’t
then able to generalize and performs poorly on unseen data.
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L2 regularization and Dropout are two very effective regularization techniques.

[20]

2.4.1 Dropout

This technique is applied only during the training phase and it consists in ran-
domly dropping units from the neural network. In practice, this means that we
randomly set to zero a certain amount of activations in a layer. This amount is
controlled by setting the probability of dropout (usually 0.5 is used).

Usually used when the training set is small. The negative side is that the cost
function is not well defined anymore. Each layer has associated a probability of
dropping its nodes, it eliminates some and repeat for each example. So each ex-
ample has associated a different architecture that is trained. But all architecture
shares weights.

The idea behind drop-out is that at each iteration, you train a different model
that uses only a subset of your neurons. With dropout, your neurons thus become
less sensitive to the activation of one other specific neuron, because that other
neuron might be shut down at any time.

MLP with one hidden |ayer Hidden layer after dropout

Figure 2.5: Dropout.

2.4.2 L2 Regularization

This technique consists in adding a penalty term to the loss function as the
model complexity increases. In L2 regularization, also known as ridge regression,
the loss function with the penalty term is defined as: J(wlt oM, .. wlll plLl) =

LS LG9, y0) 4 2 5w, where [wil,” = wilwi
L2 regularization makes your decision boundary smoother. If X\ is too large,
it is also possible to "oversmooth”, resulting in a model with high bias.
L2-regularization relies on the assumption that a model with small weights is
simpler than a model with large weights. Thus, by penalizing the square values
of the weights in the cost function you drive all the weights to smaller values. It
becomes too costly for the cost to have large weights! This leads to a smoother

model in which the output changes more slowly as the input changes.



Chapter 3

Architecture

The architecture we propose here is based on the following image extraction
operation: for a given voxel point, three patches of MRI 32x32 are extracted
from the three planes, concatenated into a three-channel picture and resized in
order to match the input size of the neural network.

X
o

transverse plane coronal plane
B

TR
sagittal plane

2.5D patch RGB patch
D E

Figure 3.1: Example of image extraction operation.
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Figure 3.2: Basic image extraction operation.
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The final architecture is given by extracting 100 pictures from 100 voxels of
the MRI, fed each of them into our pretrained AlexNet, then combine the outputs
with a weighted sum method.

Iw
Weighted Sum

—AlexNet
—— AlexNet

Y

RaY

N
227 x 227 x 3
'\\r{
L

227 x 227 x3

Resize
>
Resize

>

|
|

I_‘;
~
N
32x32x3
~
~
AL
32x32x3

/,.
e

z-axis \
. /
y-axis
X-axis
Z-axis
" /
y-axis
X-axis

-
/
(N

Voxel 1

—
Single MRI /
Voxel 100

e 6 o o
...*

121 x 145 x 121

Figure 3.3: Architecture used in production.
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To train the CNN AlexNet we used the following architecture, in which we
extract 100 pictures from each MRI, perform some data augmentation.

Dataset
4 MRI 1 N
e ® o Voxel 1 R "{\f{
AU \>[ Image Extraction ]—> &
e & o o [ ] ° T
e o o o ® ° H
. [
e o o o )
Voxel 100 ~ N
e e o O Image Extraction]——> "\,}.
e 0 o @] ]
121 x 145 x 121
[ ] o
o [ J
[ ] o
MRI n
e ® o Voxel 1 R 5{\1{
(%% e® o° \>[Image Extractlon]—> S\
e O o [ ) [ ] ®
oo o o o ° :
. [ ]
oo o o bt =
Voxel 100 N
e o o o Image Extraction]—> -‘\’\\f-
oo o e
121 x 145 x 121

-

Data Augmentation

J

Figure 3.4: Architecture used for training.

3.1 Data Pre-Processing

—> AlexNet

The data Pre-Processing was made by the Institute of Molecular Bioimaging and
Physiology, National Research Council (IBFM-CNR).
Thus, after the pre-processing we have a dataset of MRI pictures each one made
of 121 x 145 x 121 voxels.

3.2 Data Augmentation

A key challenge in applying deep convolutional neural networks is that sufficient
training data are not always available in medical images.
One way to enlarge the dataset is to use domain-dependent data augmenta-

tion.

Data augmentation enables generating new training data from a smaller data set
such that the new data set represents the real-world data one may see in practice.
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Augmentation can extract as much information from data as possible.

In case of medical images this often comes down to mirror flipping, small-magnitude
translations, weak Gaussian blurring, brightness augmentation and shadow aug-
mentation [21].

3.3 AlexNet

As mentioned before training a deep convolutional neural network from scratch
is usually challenging owing to the limited amount of labeled medical data. A
promising alternative is to fine-tune the weights of a network that was trained
using a large set of labeled natural images.

The use of pre-trained networks versus full training for medical images has been
explored in . This work considered four distinct medical imaging applications
and investigated how the performance of deep CNNs (Convolutional Neural Net-
works) trained from scratch compared with the pre-trained CNNs fine-tuned in a
layer-wise manner. Their experiments demonstrated that the use of a pretrained
CNN with adequate fine-tuning performed as well as a CNN trained from scratch
and were more robust to the size of training sets.

So we used AlexNet, a network that competed in the ImageNet Large Scale Visual
Recognition Challenge on September 30, 2012. The network achieved a top-5 er-
ror of 15.3%, more than 10.8 percentage points lower than that of the runner up.

AlexNet
Input: CONV2
-------ﬂl CONV 1
}'[ max max
I
IE 00 pool
|E mxi 3x3 5x5 3x3
}{ s=4 s=2 same s=2
227x227Xx3 55X 55X 06 27x27x06 27X 27x% 256 13X13 X256
CONV 3 CONV 4 CONV 5
max
—_— - Z_pog —= 0y
3x3 3x3 3x3 3x3
same same same §=2 Ll 4 A
13X13 X384 13X 13 X384 13 X13 X 256 6X6x256 9216 4096 4096 et

Figure 3.5: Alexnet.
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Chapter 4

Experimental Tools & Results

All the code generated and methods for this thesis was implemented in MATLAB.
The experiments were performed on two configurations: Intel Core i7 8750 CPU
with Nvidia GeForce GTX 1060 GPU 16GB RAM and Intel Core i7-7700HQ
CPU with Nvidia GeForce GTX 1050 GPU 8GB RAM.

4.1 MATLAB for Deeplearning

MATLAB (matrix laboratory) is a multi-paradigm numerical computing environ-
ment and proprietary programming language developed by MathWorks. MAT-
LAB allows matrix manipulations, plotting of functions and data, implementation
of algorithms, creation of user interfaces, and interfacing with programs written
in other languages, including C, C++4, C+#, Java, Fortran and Python.
Although MATLAB is intended primarily for numerical computing, an optional
toolbox, DeepLearning, allow working with machine learning in general but it is
specifically with deep learning models.

MATLAB is available on 64-bit Linux, macOS, Windows and it can run on mul-
tiple CPUs and GPUs.

19



20 Chapter 4. Experimental Tools & Results

4.2 Training and Tests

Several tests have been done to evaluate the potential and the effectiveness of
our model. In this section we will describe the procedure followed in each one
of them. With the term hyperparameters we will refer to the parameters of the
SGDM Optimizer.

The training is divided into the following steps:

1. Definition of the network (Transfer Learning from AlexNet)
2. Setting of the training parameters
3. Load the Dataset:

e Load .mat files
e Concatenate CN_training, CN _testing, etc... in a single cell array

e Transform the 238 MRI images into 23800 (=238*100) 227x227x3 im-
ages ( 24GB)

e Perform data augmentation to obtain a x10 larger dataset (238000
pictures, 240GB)

4. Cross Fold Validation (for 20 folds):

e Find patterns to use for Testing (index==fold) and Training (in-
dex!=fold) and split the dataset in Training and Testing for this fold

Shuffle the traininglmages (and their labels, respectively)
e Train
Save the trained model

Validate on TestSet

e Compute Metrics

Evaluation: the proposed CNN model is evaluated by a train-validation-test
scheme. The actual training of the method is carried-out on the training set,
while the validation set is used for fine tuning the hyper-parameters; the overall
performance of each system is assessed on the test set. The performance of the
proposed model is evaluated by F-score and accuracy.

e True Positive (TP)
e True Negative (TN)
e False Positive (FP)

e False Negative (FN)
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During training, for each fold, we have computed:
TP+FP
Recall = —XF
- PrecisionxRecall
fl =2 Precision+ Recall
FPYTN
TP+TN

Precision = L
TP+FN
Specificity = 2L
TP+TN+FP+FN

Accuracy =

Using the AverageAccuracy, computed among folds, as the main metrics to
drive our design.

4.3 Results

Due to the lack of memory (RAM) and computational power given to us, as we
were undergraduate students, instead of converting each MRI in 100 pictures, in
those tests we have extracted only 8 pictures for each MRI, trained on 3 folds
instead of 20, and haven’t performed any data augmentation.

Our supervisor will execute more exhaustive tests in the next weeks, to follow up
the new results check https://github.com/ivaste/AlzheimerPrediction.

43.1 CNvs AD

Hyper-parameters:
e miniBatchSize = 30;
e learningRate = le-4;
e maxEpochs=20;
e optimizer="adam’;

e "L2Regularization”, 0.0001

Results:
Fold | TP | TN | FP | FN | precision | recall f1 specificity | accuracy
1 26 | 56 | 32 6 0.4483 0.7595 | 0.6471 0.8125 0.6833
2 60 | 29 | 19 | 12 0.7595 0.833 | 0.7947 0.3958 0.7417
3 11 | 74 6 29 0.6471 0.2750 | 0.3860 0.0750 0.7083

Average Accuracy: 0.7111
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4.3.2 CN vs MClc

Hyper-parameters:

miniBatchSize = 64;
learningRate = le-5;
maxEpochs=20;
optimizer="sgdm’;
"L2Regularization”, 0.0001
"Momentum”, 0.889

"'Shuffle’,’every-epoch’

Results:

Fold | TP | TN | FP | FN | precision | recall f1 specificity | accuracy
1 10 | 47 | 17 | 14 0.3704 0.4167 | 0.3922 0.2656 0.6477
2 16 | 52 | 12 | 16 0.5714 0.5000 | 0.5333 0.1875 0.7083
3 6 56 8 26 0.4286 0.1875 | 0.2609 0.1250 0.6458
Average Accuracy: 0.6673

4.3.3 MCinc vs MClc

Hyper-parameters:

e miniBatchSize = 30;

e lecarningRate = le-b;

e maxEpochs=30;

e optimizer="sgdm’;

e "L2Regularization”, 0.0001

Results:

Fold | TP | TN | FP | FN | precision | recall f1 specificity | accuracy
1 4 49 7 20 0.3636 0.1667 | 0.2286 0.1250 0.6625
2 1 46 2 31 0.3333 0.0313 | 0.0571 0.0417 0.5875
3 4 52 4 20 0.5000 0.1667 | 0.2500 0.0714 0.7000

Average Accuracy: 0.6500




Chapter 5

Conclusions

In this thesis we tackled the Early Diagnosis of Alzheimer problem with a Deep
Learning approach. In particular we first analyzed the Alzheimer disease. We
than introduced the theoretical elements behind the Deep Learning structures
that we were going to use. Successively we described the model we have pro-
posed, that uses convolutional neural networks (CNN), in particular transfer
learning from AlexNet, that is able to automatically extract relevant features
from the data.
We then presented the instruments that we used to implement our model, and
the tests that we performed to evaluate it. We weren’t able to obtain exceptional
results due to the small computational power given to us as we are students. Nev-
ertheless, we were still able to gain several important insights. In particular, the
tests showed that our tailored model was very good at classify CN vs AD, that
is an extraordinary results, because today to recognize if a person has Alzheimer
different invasive medical tests must be done. With our model we need just a
Magnetic Resonance.
Unfortunately CN vs MCIc and MCInc vs MClIc problems doesn’t reach such
extraordinary results, we think most of the problem is due to the lack of compu-
tational power.

Future Work
Given the mole of the number of parameters that constitute the model, and the
limited resources (and amount of time) available, we weren’t able to perform
too much tests. But it would be very interesting to try to tune the different
parameters and also to change the structure of the network, maybe using more
sophisticated pre-trained nets like VGG-19 or Inception v4. It would be also very
interesting to try some 3D convolution architecture.
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